
1  

 

Malnad College of Engineering 
(An autonomous institute under VTU) 

Department of CSE (AI&ML) 

Report on Technical Talk 

"ATTENTION MECHANISM" 

Title: "Attention Mechanism" 

Date: 30
th

 Nov, 2024 

Speaker: Dr. Noushath Shaffi 

About the speaker: Dr. Noushath Shaffi, Assistant Professor, Department of Computer 

Science, College of Science Sultan Qaboos University, Oman. 

Introduction 

The Department of CSE (AI&ML) organized an enlightening seminar on the "Attention 

Mechanism" delivered by Dr. Noushath Shaffi. The session aimed to provide participants with a 

comprehensive understanding of the attention mechanism, focusing on its applications in state-of-

the-art models such as transformers. It also included practical insights and hands-on experience to 

enhance participants’ grasp of the topic. 

Session Overview 

The seminar delved into the following key topics: 

1. Transformers 

Dr. Shaffi began with an overview of transformers, a pivotal architecture in modern Natural 

Language Processing (NLP) tasks. He explained the structural components, highlighting the 

significance of encoders and decoders. The focus was particularly on encoders, detailing their 

role in transforming input data into context-rich representations. 

2. Encoder Details 

The session elaborated on two major components of the encoder: 

 Feed-Forward Network (FFN): Dr. Shaffi explained how FFNs contribute to capturing 

complex patterns and relationships in input data. 

 Self-Attention Mechanism: A detailed discussion was provided on self-attention, 

emphasizing its ability to identify relevant parts of the input sequence to enhance context 

understanding. 
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Through intuitive explanations, Dr. Shaffi demystified the working of attention mechanisms and 

showcased how they enable transformers to achieve superior performance in NLP tasks. 

3. Hands-On Experience 

A highlight of the session was the hands-on workshop conducted using Python. Dr. Shaffi 

introduced the Hugging Face platform, a popular library for implementing transformer models. 

Participants learned how to leverage pre-trained models for various NLP tasks and explored the 

application of attention mechanisms in real-world scenarios. 

Feedback and Outcomes 

The seminar was highly interactive, and participants appreciated the speaker's clear explanations 

and practical approach. The hands-on session allowed attendees to directly engage with concepts, 

significantly enhancing their learning experience. 

Many participants expressed their enthusiasm for further exploring transformers and attention 

mechanisms, especially in applications like sentiment analysis, machine translation, and text 

summarization. 

Conclusion 

The seminar on "Attention Mechanism" by Dr. Noushath Shaffi was an inspiring and educational 

event. It provided a perfect blend of theoretical knowledge and practical exposure, equipping 

participants with the tools to apply advanced machine learning concepts in their projects. Events 

like this foster a deeper understanding of cutting-edge technologies and prepare students and 

professionals to excel in the evolving AI landscape. 

 


