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Laboratory programs 

1. Learn Networking Commands 

2. Simulation of error correction code (like CRC). 

3. Simulate the transmission of ping messages over a network topology 

consisting of 6 nodes.  

4. Simulate a three nodes point – to – point network with duplex links between 

them. Set the queue size and vary the bandwidth and find the number of 

packets dropped.  

5. Simulate a three nodes point – to – point network with duplex links between 

them. Set the queue size and vary the bandwidth and find the number of 

packets sent with different types of traffic.  

6. Implement distance vector algorithm to find the suitable path for 

transmission between sender and receiver.  

7. Simulation of Link State Routing algorithm.  

8. Simulation of Routing Information Protocol.  

9. Simulate an Ethernet LAN using n nodes, change error rate and data rate and 

compare throughput.  

10. Simulate an Ethernet LAN using n nodes and set multiple traffic nodes and 

plot congestion window for different source / destination. 
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1. Learn networking commands 
 

ping 8.8.8.8 

This command sends ICMP Echo Request packets to google’s public DNS server 

(8.8.8.8) to check network connectivity and measure response time. 

 
 

Ping -l 1000 8.8.8.8 

This command sends an ICMP Echo Request to Google’s public DNS server (8.8.8.8) 

with a packet size of 1000 bytes to test network connectivity and latency 

 
 

ping -n 5 8.8.8.8 

This command sends 1000 ICMP Echo Request packets to Google’s public DNS server 

to test network connectivity and response time. 

Ping /a 8.8.8.8 

The command ping /a 8.8.8.8 sends ping requests to the IP address 8.8.8.8. 

The /a option tries to resolve the IP address to a hostname before sending the ping. 
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Ping ipv4.google.com 

This command checks connectivity by sending ICMP request to Google’s IPv4 server 

 

Ping -i 1 8.8.8.8 

This command sets the Time to Live(TTL) value to 1 meaning the packet can only 

make only one hop before being discard 

 

Ping -i 15 8.8.8.8 

This command sets the Time to Live(TTL) value to 15, limiting the packet to 15 hops 

before being discarded 
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Netstat -a 

This command displays all active network connections and listening ports on the system. 
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Netstat -n 

This command displays active network connections showing IP addresses and port numbers 

in numeric form instead of resolving hostnames. 

 

 

Netstat -r 

This command displays all system’s routing table, showing network destinations, gateway and 

interfaces. 
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Ipconfig 

This command displays the system’s IP configuration, including assigned IP address, subnet 

masks and default gateways for all network interfaces. 

 

Ipconfig/release 
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This command re leases the current IP address assigned to all network adopters by DHCP server. 
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Ipconfig/renew 

This command requests a new IP address from the DHCP server for all network adopters. 

 

Tracert -d google.com 

This command traces theroute to google.com without resolving IP address to hostnames, 

making the process faster. 
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Tracert -h 10 google.com 

This command traces the route to google.comlimiting the maximum hops to 10. 

 

 

Tracert -w 100 google.com 

This command traces the route to google.com, setting the timeout for each reply to 100 

milliseconds. 

 

 

 

 

Nslookup -type=mx google.com 

This command queries the Mail exchange(MX) records of google.com displaying the mail servers. 

 

Nslookup -domainname.tld 
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This queries the DNS to find the IP address of the given domain. 

 

Nslookup yahoo.com 

This command attempts to query the DNS for the Ip address of yahoo.com 

 

Nslookup mcehassan.ac.in 

This command queries the DNS server to retrieve the IP address associated with the domain 

mcehassan.ac.in 
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Route -n 

This command displays the routing table with numeric IP addresses, avoidinghostname 

resolution for faster output 
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Route -a 

 
 

Arp -a 

This command displays the ARP showing IP addresses and their corresponding MAC(physical) 

addresses of devices in the local network 
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2. Simulation of error correction code (like CRC) 

 

#include <stdio.h> // Include standard input-output library 

// Declare global variables 

char data[20], div[20], temp[4], total[100]; int 

i, j, datalen, divlen, len, flag = 1; 

void check(); // Function prototype for CRC check int 

main() 

{ 

// Ask user for the total number of data bits 

printf("Enter the total bit of data:"); scanf("%d", 

&datalen); 

// Ask user for the total number of divisor bits 

printf("\nEnter the total bit of divisor"); 

scanf("%d", &divlen); 

// Calculate the length of total code word (data + remainder length) len 

= datalen + divlen - 1; 

// Ask user to enter the data bits 

printf("\nEnter the data:"); scanf("%s", 

&data); 

// Ask user to enter the divisor bits 

printf("\nEnter the divisor"); scanf("%s", 

div); 

// Copy the data bits into total and temp arrays for (i 

= 0; i < datalen; i++) 

{ 

total[i] = data[i]; // Store data in total array temp[i] = 

data[i]; // Store data in temp array 

} 

 

// Append zeroes at the end of total array (equivalent to divisor length - 1) for 

(i = datalen; i < len; i++) 

total[i] = '0'; 

 

// Perform CRC division to get remainder 

check(); 

// Append the CRC remainder to the original data for (i 

= 0; i < divlen; i++) 

temp[i + datalen] = data[i]; 

// Print the transmitted code word (data + CRC remainder) 

printf("\ntransmitted Code Word:%s", temp); 

// Receive the code word at the receiver side 

printf("\n\nEnter the received code word:"); 

scanf("%s", total); 
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// Perform CRC check at the receiver side 

check(); 

// Check if the remainder is all zeroes for (i 

= 0; i < divlen - 1; i++) 

if (data[i] == '1') // If any bit in remainder is '1', there is an error 

{ 

flag = 0; break; 

} 

// If remainder is all zeroes, transmission is successful if 

(flag == 1) 

printf("\nsuccessful!!"); else 

printf("\nreceived code word contains errors...\n"); 

} 

// Function to perform CRC division (binary division using XOR) void 

check() 

{ 

// Copy first divlen bits from total into data array for (j 

= 0; j < divlen; j++) 

data[j] = total[j]; 

// Perform division using XOR until all bits are processed while 

(j <= len) 

{ 

// If the first bit is '1', perform XOR with the divisor if 

(data[0] == '1') 

for (i = 1; i < divlen; i++) 

data[i] = ((data[i] == div[i]) ? '0' : '1'); // XOR operation 

 

// Left shift the remaining bits to prepare for next XOR for (i 

= 0; i < divlen - 1; i++) 

data[i] = data[i + 1]; 

 

// Bring the next bit from total into the shifted position data[i] 

= total[j++]; 

} 

} 
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3. Simulate the transmission of ping messages over a network topology consisting of 6 

nodes. 

# Create a simulator object set ns 

[new Simulator] 

# Define colors for flows 

$ns color 1 Red 

$ns color 2 Green # 

Create trace file 

set nt [open "7.tr" w] 

$ns trace-all $nt 

# Create NAM file 

set na [open "7.nam" w] 

$ns namtrace-all 

$na # Create nodes 

set n0 [$ns node] set n1 

[$ns node] set n2 [$ns 

node] set n3 [$ns node] 

set n4 [$ns node] set n5 

[$ns node] # Create 

links 

$ns duplex-link $n0 $n2 10Mb 1ms DropTail 

$ns duplex-link $n1 $n2 10Mb 1ms DropTail 

$ns duplex-link $n2 $n3 1Mb 1ms DropTail 

$ns duplex-link $n3 $n4 1Mb 1ms DropTail 

$ns duplex-link $n3 $n5 2Mb 1ms DropTail # Set 

queue limits 

$ns queue-limit $n2 $n3 3 

$ns queue-limit $n3 $n2 3 # 

Create Ping agents 

set Ping1 [new Agent/Ping] set 

Ping2 [new Agent/Ping] set Ping3 

[new Agent/Ping] set Ping4 [new 

Agent/Ping] # Attach agents to 

nodes 

$ns attach-agent $n0 $Ping1 

$ns attach-agent $n1 $Ping2 

$ns attach-agent $n4 $Ping3 

$ns attach-agent $n5 $Ping4 # 

Connect agents 

$ns connect $Ping1 $Ping4 

$ns connect $Ping2 $Ping3 # Set 
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class for colors 

$Ping1 set class_ 1 

$Ping2 set class_ 2 

# Define recv procedure for Ping agent Agent/Ping 

instproc recv {from rtt} { 

$self instvar node_ 

puts "Node [$node_ id] --> Node $from : RTT = $rtt ms" 

} 

# Define end procedure proc end 

{} { 

global ns nt na 

$ns flush-trace close 

$nt 

close $na 

exec nam 7.nam & exit 0 

} 

# Schedule Ping sends 

for {set t 0} {$t < 5.0} {set t [expr $t + 1.0]} { 

$ns at $t "$Ping1 send" 

$ns at $t "$Ping2 send" 

} 

# Schedule end 

$ns at 6.0 "end" # Run 

simulation 

$ns run 
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4. Simulate a three nodes point – to – point network with duplex links between them. Set the 

queue size and vary the bandwidth and find the number of packets dropped. 

 

#Create a simulator object set ns 

[new Simulator] 

#Define different colors for data flows 

$ns color 1 Purple 

$ns color 2 MAgenta #create a 

trace file 

set mytrace [open prog1.tr w] 

$ns trace-all $mytrace #Open 

the nam trace file set nf [open 

out.nam w] 

$ns namtrace-all $nf #Define a 

'finish' procedure proc finish {} { 

global ns nf 

$ns flush-trace #Close the 

trace file close $nf 

#Execute nam on the trace file exec 

nam out.nam & 

exit 0 

} 

#Create four nodes set n0 

[$ns node] set n1 [$ns 

node] set n2 [$ns node] 

set n3 [$ns node] set n4 

[$ns node] 

# Specify color and shape for nodes 

$n0 color Purple 

$n3 color Purple 

$n1 color MAgenta 

$n1 shape box 

$n2 color MAgenta 

$n2 shape box 

#Create links between the nodes 

$ns duplex-link $n0 $n4 1Mb 10ms DropTail 

$ns duplex-link $n1 $n4 1Mb 10ms DropTail 

$ns duplex-link $n2 $n4 1Mb 10ms DropTail 

$ns duplex-link $n3 $n4 2Mb 10ms DropTail 

$ns duplex-link-op $n0 $n4 orient right-down 

http://prog1.tr/
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$ns duplex-link-op $n1 $n4 orient right-up 

$ns duplex-link-op $n2 $n4 orient left-down 

$ns duplex-link-op $n3 $n4 orient left-up 

#Monitor the queue for the link between node 2 and node 3 

$ns duplex-link-op $n4 $n3 queuePos 0.5 

$ns duplex-link-op $n4 $n2 queuePos 0.5 #Create 

a TCP agent and attach it to node n0 set tcp0 [new 

Agent/TCP] 

$tcp0 set class_ 1 

$ns attach-agent $n0 $tcp0 

# Create a CBR traffic source and attach it to udp0 set 

cbr0 [new Application/Traffic/CBR] 

$cbr0 set packetSize_ 500 

$cbr0 set interval_ 0.005 

$cbr0 attach-agent $tcp0 

#Create a UDP agent and attach it to node n1 set 

udp0 [new Agent/UDP] 

$udp0 set class_ 2 

$ns attach-agent $n1 $udp0 

# Create a CBR traffic source and attach it to udp1 set 

cbr1 [new Application/Traffic/CBR] 

$cbr1 set packetSize_ 500 

$cbr1 set interval_ 0.005 

$cbr1 attach-agent $udp0 

#Create a Null agent (a traffic sink) and attach it to node n3 set 

tsink0 [new Agent/TCPSink] 

$ns attach-agent $n3 $tsink0 set 

null1 [new Agent/Null] 

$ns attach-agent $n2 $null1 

#Connect the traffic sources with the traffic sink 

$ns connect $tcp0 $tsink0 

$ns connect $udp0 $null1 #$ns at 

0.0 "$n0 TCPSource" #$ns at 0.0 

"$n1 UDPSource" #$ns at 0.0 "$n4 

CenterNode" #$ns at 0.0 "$n2 

UDPNull" #$ns at 0.0 "$n3 

TCPSink" 

#Schedule events for the CBR agents 

$ns at 0.5 "$cbr0 start" 

$ns at 1.0 "$cbr1 start" 

$ns at 4.0 "$cbr1 stop" 

$ns at 4.5 "$cbr0 stop" 

#Call the finish procedure after 5 seconds of simulation time 

$ns at 5.0 "finish" #Run 

the simulation 
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$ns run  

Awk file: 

BEGIN{Count=0;} 

{ 

if($1=="d") 

Count++; 

} END{ 

printf("\nNumber of packets dropped is: %d\n",Count); 

} 
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5. Simulate a three nodes point – to – point network with duplex links between them. Set 

the queue size and vary the bandwidth and find the number of packets sent with different 

types of traffic 

 

#Create a simulator object set 

ns [new Simulator] 

#Define different colors for data flows  

$ns color 1 Purple 

$ns color 2 MAgenta 

#create a trace file 

set mytrace [open prog1.tr w] 

$ns trace-all $mytrace 

#Open the nam trace file set 

nf [open out.nam w] 

$ns namtrace-all $nf 

#Define a 'finish' procedure 

proc finish {} { 

global ns nf 

$ns flush-trace #Close 

the trace file close $nf 

#Execute nam on the trace file 

exec nam out.nam & 

exit 0 

} 

#Create four nodes set 

n0 [$ns node] set n1 

[$ns node] set n2 [$ns 

node] set n3 [$ns 

node] set n4 [$ns 

node] 

# Specify color and shape for nodes 

$n0 color Purple 

$n3 color Purple 

$n1 color MAgenta 

$n1 shape box 

$n2 color MAgenta 

$n2 shape box 

#$ns at 0.0 "$n0 TCPSource" 

$ns at 0.0 "$n0 label TCPSource" 

$ns at 0.0 "$n1 label UDPSource" 

$ns at 0.0 "$n4 label CenterNode" 

$ns at 0.0 "$n2 label UDPNull" 

$ns at 0.0 "$n3 label TCPSink" 

#$ns at 0.0 "$n1 UDPSource"  

http://prog1.tr/
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#$ns at 0.0 "$n4 CenterNode" 

#$ns at 0.0 "$n2 UDPNull"  

#$ns at 0.0 "$n3 TCPSink" 

#Create links between the nodes 

$ns duplex-link $n0 $n4 1Mb 10ms DropTail 

$ns duplex-link $n1 $n4 1Mb 10ms DropTail 

$ns duplex-link $n2 $n4 0.5Mb 10ms DropTail 

$ns queue-limit $n2 $n4 3 

$ns duplex-link $n3 $n4 0.5Mb 10ms DropTail 

$ns queue-limit $n3 $n4 3 

$ns duplex-link-op $n0 $n4 orient right-down 

$ns duplex-link-op $n1 $n4 orient right-up 

$ns duplex-link-op $n2 $n4 orient left-down 

$ns duplex-link-op $n3 $n4 orient left-up 

#Monitor the queue for the link between node 2 and node 3 

$ns duplex-link-op $n4 $n3 queuePos 0.5 

$ns duplex-link-op $n4 $n2 queuePos 0.5 

#Create a TCP agent and attach it to node n0 set 

tcp0 [new Agent/TCP] 

$tcp0 set class_ 1 

$ns attach-agent $n0 $tcp0 

# Create a FTP source and attach it to tcp0 set 

ftp0 [new Application/FTP] 

$ftp0 set packetSize_ 500 

$ftp0 set interval_ 0.005 

$ftp0 attach-agent $tcp0 

#Create a UDP agent and attach it to node n1 set 

udp0 [new Agent/UDP] 

$udp0 set class_ 2 

$ns attach-agent $n1 $udp0 

# Create a CBR traffic source and attach it to udp1 set 

cbr1 [new Application/Traffic/CBR] 

$cbr1 set packetSize_ 500 

$cbr1 set interval_ 0.005 

$cbr1 attach-agent $udp0 

#Create a Null agent (a traffic sink) and attach it to node n3 set 

tsink0 [new Agent/TCPSink] 

$ns attach-agent $n3 $tsink0 

set null1 [new Agent/Null] 

$ns attach-agent $n2 $null1 

#Connect the traffic sources with the traffic sink 

$ns connect $tcp0 $tsink0 

$ns connect $udp0 $null1 

#Schedule events for the CBR agents 
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$ns at 0.5 "$ftp0 start" 

$ns at 1.0 "$cbr1 start" 

$ns at 4.0 "$cbr1 stop" 

$ns at 4.5 "$ftp0 stop" 

#Call the finish procedure after 5 seconds of simulation time 

$ns at 5.0 "finish" 

#Run the simulation 

$ns run  

 

Awk file  

BEGIN { 

dcount = 0; 

scount = 0; 

}  

{ 

  event = $1; if(event == "d") 

{ 

dcount++; 

} 

if(event == "+") 

{ 

scount++; 

} 

} 

END { 

printf("The no.of packets dropped : %d\n ",dcount); 

printf("The no.of packets sent : %d\n ",scount); 

} 
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6. Implement distance vector algorithm to find the suitable path for transmission 

between sender and receiver. 

 

#include <stdio.h> 

struct node 

{ 

int dist[20]; int 

from[20]; 

} route[10]; 

int main() 

{ 

int dm[20][20], n; 

printf("Enter the number of nodes: \n"); 

scanf("%d", &n); 

printf("Enter the distance matrix: \n"); 

for (int i = 0; i < n; i++) 

{ 

for (int j = 0; j < n; j++) 

{ 

scanf("%d", &dm[i][j]); 

dm[i][i] = 0; route[i].dist[j] = 

dm[i][j]; route[i].from[j] = j; 

} 

} 

int flag; do 

{ 

flag = 0; 

for (int i = 0; i < n; i++) 

{ 

for (int j = 0; j < n; j++) 

{ 

for (int k = 0; k < n; k++) 

{ 

if ((route[i].dist[j]) > (route[i].dist[k] + route[k].dist[j])) 

{ 

route[i].dist[j] = route[i].dist[k] + route[k].dist[j]; 

route[i].from[j] = k; 

flag = 1; 

} 

} 

} 

} 

} while (flag); 

for (int i = 0; i < n; i++) 

{  printf("\nRouter info for router: %d\n", i + 1); printf("Dest.\tNext Hop\tDist.\n"); 
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for (int j = 0; j < n; j++) 

printf("%d\t%d\t\t%d\n", j + 1, route[i].from[j] + 1, route[i].dist[j]); 

} 

return  0;} 
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7. Simulation of Link State Routing algorithm. 

 

# Define the simulation environment set ns 

[new Simulator] 

#create a trace file set 

nt [open 5.tr w] 

$ns trace-all $nt 

#Open the nam trace file set 

na [open 5.nam w] 

$ns namtrace-all $na 

# Create nodes 

set node0 [$ns node] 

set node1 [$ns node] 

set node2 [$ns node] 

set node3 [$ns node] 

set node4 [$ns node] 

# Create links between nodes with different delays and bandwidths 

$ns duplex-link $node0 $node1 10Mb 10ms DropTail 

$ns duplex-link $node1 $node2 10Mb 10ms DropTail 

$ns duplex-link $node2 $node3 10Mb 10ms DropTail 

$ns duplex-link $node3 $node4 10Mb 10ms DropTail 

$ns duplex-link $node0 $node4 5Mb 50ms DropTail 

$ns duplex-link $node1 $node3 5Mb 30ms DropTail #Implement 

Link State Updates: 

#To simulate a simple link state routing mechanism, we can manually configure the routes 

according to the precomputed shortest path. 

# Manual routing to simulate link state updates 

$ns rtproto LS 

# Simulate Link State Routing protocol 

# Assume node0 knows the full topology and updates its routes 

$node0 add-route $node1 1 

$node0 add-route $node2 2 

$node0 add-route $node3 2 

$node0 add-route $node4 1 

#Chooses direct link as shortest path despite higher delay # Assume 

node1 updates its routes 

$node1 add-route $node0 1 

$node1 add-route $node2 1 

$node1 add-route $node3 1 

$node1 add-route $node4 2 # 

Through node2 

# Similar updates for other nodes based on full topology knowledge 

$node2 add-route $node0 2 

$node2 add-route $node1 1 

$node2 add-route $node3 1 

http://5.tr/
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$node2 add-route $node4 2 # 

Through node3 

$node3 add-route $node0 2 

$node3 add-route $node1 1 

$node3 add-route $node2 1 

$node3 add-route $node4 1 # 

Through node4 

$node4 add-route $node0 1 

$node4 add-route $node1 2 

$node4 add-route $node2 2 

$node4 add-route $node3 1 

#Simulate Traffic to Test the Routing Protocol: 

# Attach TCP agents and applications to test routing set tcp1 

[new Agent/TCP] 

$ns attach-agent $node0 $tcp1 

set sink1 [new Agent/TCPSink] 

$ns attach-agent $node2 $sink1 

$ns connect $tcp1 $sink1 

set ftp1 [new Application/FTP] 

$ftp1 attach-agent $tcp1 

# Start the FTP application 

$ns at 1.0 "$ftp1 start" 

# Add another traffic source to test multi-path routing set udp1 

[new Agent/UDP] 

$ns attach-agent $node1 $udp1 

set sink2 [new Agent/Null] 

$ns attach-agent $node4 $sink2 

$ns connect $udp1 $sink2 

set cbr1 [new Application/Traffic/CBR] 

$cbr1 attach-agent $udp1 

$cbr1 set packetSize_ 512 

$cbr1 set rate_ 1Mb 

# Start the CBR application 

$ns at 2.0 "$cbr1 start" 

$ns at 8.0 "$cbr1 stop" 

# Define the finish procedure proc 

finish { } { 

global ns nt na 

$ns flush-trace 

close $na 

close $nt 

exec nam 5.nam & exit 

0 

} 

# Schedule the simulation end 
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$ns at 10.0 "finish" 

# Run the simulation 

$ns run 
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8. Simulation of Routing Information Protocol. 

#Create a simulator object set ns 

[new Simulator] 

#Use distance vector routing 

$ns rtproto DV 

#Open the nam trace file set nf 

[open DVR.nam w] 

$ns namtrace-all $nf 

# Open tracefile 

set tr [open DVR.tr w] 

$ns trace-all $tr 

#Define 'finish' procedure proc 

finish {} { 

global ns nf tr 

$ns flush-trace #Close the 

trace file close $nf 

#Execute nam on the trace file exec nam -a 

DVR.nam & 

exit 0 

} 

# Create 7 nodes set n0 

[$ns node] set n1 [$ns 

node] set n2 [$ns 

node] set n3 [$ns 

node] set n4 [$ns 

node] set n5 [$ns 

node] set n6 [$ns 

node] 

# Specify link characterestics 

$ns duplex-link $n0 $n1 1Mb 10ms DropTail 

$ns duplex-link $n0 $n2 1Mb 10ms DropTail 

$ns duplex-link $n0 $n4 1Mb 10ms DropTail 

$ns duplex-link $n0 $n5 1Mb 10ms DropTail 

$ns duplex-link $n1 $n2 1Mb 10ms DropTail 

$ns duplex-link $n2 $n3 1Mb 10ms DropTail 

$ns duplex-link $n3 $n6 1Mb 10ms DropTail 

$ns duplex-link $n5 $n6 1Mb 10ms DropTail 

# specify layout as a indirected graph 

$ns duplex-link-op $n0 $n1 orient right-up 

$ns duplex-link-op $n0 $n2 orient right 

$ns duplex-link-op $n0 $n4 orient right-down 

$ns duplex-link-op $n0 $n5 orient down 

$ns duplex-link-op $n1 $n2 orient right-down 

$ns duplex-link-op $n2 $n3 orient right-down 
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$ns duplex-link-op $n5 $n6 orient right 

$ns duplex-link-op $n6 $n3 orient right-up 

#Create a UDP agent and attach it to node n0 set udp0 [new 

Agent/UDP] 

$ns attach-agent $n0 $udp0 

#Create a CBR traffic source and attach it to udp0 set cbr0 [new 

Application/Traffic/CBR] 

$cbr0 set packetSize_ 500 

$cbr0 set interval_ 0.005 

$cbr0 attach-agent $udp0 

#Create a Null agent (a traffic sink) and attach it to node n3 set null0 [new 

Agent/Null] 

$ns attach-agent $n3 $null0 

#Connect the traffic source with the traffic sink 

$ns connect $udp0 $null0 

#Schedule events for the CBR agent and the network dynamics 

$ns at 0.0 "$n0 label Source" 

$ns at 0.0 "$n3 label Destination" 

$ns at 0.5 "$cbr0 start" 

$ns rtmodel-at 1.0 down $n2 $n3 

$ns rtmodel-at 2.0 up $n2 $n3 

$ns at 4.5 "$cbr0 stop" 

#Call the finish procedure after 5 seconds of simulation time 

$ns at 5.0 "finish" 

#Run the simulation 

$ns run 
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9. Simulate an Ethernet LAN using n nodes, change error rate and data rate and 

compare throughput. 

set ns [new Simulator] set tf 

[open lab8.tr w] 

$ns trace-all $tf 

set nf [open lab8.nam w] 

$ns namtrace-all $nf 

$ns color 0 blue  

set n0 [$ns node] 

$n0 color "red" set n1 

[$ns node] 

$n1 color "red" set n2 

[$ns node] 

$n2 color "red" set n3 

[$ns node] 

$n3 color "red" set n4 

[$ns node] 

$n4 color "magenta" set n5 

[$ns node] 

$n5 color "magenta" set n6 

[$ns node] 

$n6 color "magenta" set n7 

[$ns node] 

$n7 color "magenta" 

$ns make-lan "$n0 $n1 $n2 $n3" 100Mb 300ms LL Queue/DropTail Mac/802_3 

$ns make-lan "$n4 $n5 $n6 $n7" 100Mb 300ms LL Queue/DropTail Mac/802_3 

$ns duplex-link $n3 $n4 100Mb 300ms DropTail 

$ns duplex-link-op $n3 $n4 color "green" 

set err [new ErrorModel] 

$ns lossmodel $err $n3 $n4 

$err set rate_ 0.1 

set udp [new Agent/UDP] 

$ns attach-agent $n1 $udp 

set cbr [new Application/Traffic/CBR] 

$cbr attach-agent $udp 

$cbr set fid_ 0 

$cbr set packetSize_ 1000 

$cbr set interval_ 0.0001 set null 

[new Agent/Null] 

$ns attach-agent $n7 $null 

$ns connect $udp $null proc 

finish {} { 

http://lab8.tr/
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global ns nf tf 

$ns flush-trace 

close $nf close $tf 

exec nam lab8.nam & exit 0 

} 

$ns at 0.1 "$cbr start" 

$ns at 3.0 "finish" 

$ns run 

Awk File BEGIN{ 

pkt=0; time=0; 

} 

{ if($1=="r"&& $3=="9"&& $4=="7"){ 

pkt=pkt+$6; 

time=$2; 

} 

} 

END{ 

printf("Throughput=%fMbps",((pkt/time)*(8/1000000))); 

} 
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10. Simulate an Ethernet LAN using n nodes and set multiple traffic nodes and plot congestion 

window for different source / destination. 

 

set ns [new Simulator] set tf 

[open p9.tr w] 

$ns trace-all $tf 

set nf [open p9.nam w] 

$ns namtrace-all $nf set 

n0 [$ns node] 

$n0 color "magenta" 

$n0 label "src1" set 

n1 [$ns node] 

$n1 color "red" set 

n2 [$ns node] 

$n2 color "magenta" 

$n2 label "src2" set 

n3 [$ns node] 

$n3 color "blue" 

$n3 label "dest2" set 

n4 [$ns node] 

$n4 shape square set 

n5 [$ns node] 

$n5 color "blue" 

$n5 label "dest1" 

$ns make-lan "$n0 $n1 $n2 $n3 $n4" 50Mb 100ms LL Queue/DropTail Mac/802_3 

$ns duplex-link $n4 $n5 1Mb 1ms DropTail 

$ns duplex-link-op $n4 $n5 orient right 

$ns duplex-link-op $n4 $n5 color green set tcp0 

[new Agent/TCP] 

$ns attach-agent $n0 $tcp0 

set ftp0 [new Application/FTP] 

$ftp0 attach-agent $tcp0 

 

$ftp0 set packetSize_ 500 

$ftp0 set interval_ 0.0001 

set sink0 [new Agent/TCPSink] 

$ns attach-agent $n5 $sink0 

$ns connect $tcp0 $sink0 set 

tcp1 [new Agent/TCP] 

$ns attach-agent $n2 $tcp1 

set ftp1 [new Application/FTP] 

$ftp1 attach-agent $tcp1 

$ftp1 set packetSize_ 600 

$ftp1 set interval_ 0.001 

set sink1 [new Agent/TCPSink] 
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$ns attach-agent $n3 $sink1 

$ns connect $tcp1 $sink1 set 

file1 [open file1.tr w] 

$tcp0 attach $file1 

set file2 [open file2.tr w] 

$tcp1 attach $file2 

$tcp0 trace cwnd_ 

$tcp1 trace cwnd_ 

proc finish {} { 

global ns nf tf 

$ns flush-trace 

close $tf close 

$nf 

exec nam p9.nam & exit 0 

} 

$ns at 0.1 "$ftp0 start" 

$ns at 5 "$ftp0 stop" 

$ns at 7 "$ftp0 start" 

$ns at 0.2 "$ftp1 start" 

$ns at 8 "$ftp1 stop" 

$ns at 14 "$ftp0 stop" 

$ns at 10 "$ftp1 start" 

$ns at 15 "$ftp1 stop" 

 

$ns at 16 "finish" 

$ns run  

Awk file:  
BEGIN { 

} 

{ if($6=="cwnd_") 

printf("%f\t%f\t\n",$1,$7); 

} END 

{ 

} 

 

 


